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Abstract In this paper we study existence of solutions of nonlocal Dirichlet problems
that include a coercive gradient term, whose scaling strictly dominates the one of the
integro-differential operator. For such problems the stronger effect of the gradient term
may give rise to solutions not attaining the boundary data or discontinuous solutions
on the boundary. Our main result states that under suitable conditions over the right-
hand side and boundary data, there is a (unique) Hölder continuous viscosity solution
attaining the boundary data in the classical sense. This result is accomplished by the
construction of suitable barriers which, as a byproduct, lead to regularity results up to
the boundary for the solution.

1 Introduction

Let � ⊂ R
N be a bounded, smooth domain, and fix s ∈ (0, 1) and p > 2s. In this

article we are interested in elliptic nonlocal problems of the form

λu + (−�)su + |Du|p = f in �, (1.1)
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where λ ≥ 0, f ∈ C(�̄) and (−�)s denotes the fractional Laplacian of order 2s,
given by the formula

(−�)su(x) = CN ,sP.V.

∫
RN

u(x) − u(z)

|x − z|N+2s dz, (1.2)

whenever the integral term has a sense. Here P.V. stands for the Cauchy principal
value and CN ,s > 0 is a well-known normalizing constant, see [18]. It is useful for
latter purposes to write the equivalent expression

(−�)su(x) = −CN ,s

2

∫
RN

u(x + y) + u(x − y) − 2u(x)

|y|N+2s .

Equation (1.1) is coupled with the exterior Dirichlet condition

u = ϕ in �c, (1.3)

where ϕ : �c → R is a bounded, continuous function.
We are interested in studying conditions over the data f and ϕ in order to get

existence of a continuous function u : RN → R solving (1.1) in the viscosity sense,
satisfying (1.3) punctually (or classically). We stress on the fact that such a solution
does not develop discontinuities on ∂�. Since p > 2s we cannot expect to find
continuous solutions of our problem in the current general setting and therefore we
must consider some conditions over the data.

In the local case s = 1 there are several results concerning both existence and
regularity of solutions of

{
λu − �u + |Du|p = f in �

u = ϕ on ∂�,
(1.4)

where p > 0. Several important results regarding (1.4) are obtained byLasry andLions
in [23]. In the particular strictly proper case (λ > 0), the authors proved (Theorem I.4,
[23]) the existence and uniqueness of a classical (hence, viscosity) solution to (1.4)
satisfying the boundary condition in the generalized sense.

Roughly speaking this generalized notion states that whenever the viscosity solu-
tion u does not attain the boundary condition, that is when u(x0) �= ϕ(x0), then it
must satisfy the equation at x0 ∈ ∂� (in the viscosity sense). See [16] for a robust
introduction of this topic in the second-order setting.

In [4], Barles and Da Lio addressed the problem in the parabolic framework (which
resembles the strictly proper case in (1.4)) and proved that in the subquadratic range
p ≤ 2 the generalized viscosity solution u ∈ C(�̄) satisfies u = ϕ on ∂�, that is, no
loss of the boundary data occurs.

In the case p > 2, also called supercritical, the diffusion cannot longer control the
gradient and therefore a phenomena of “elliptic degeneracy” occurs. As a consequence
of this, solutions may not attain the boundary condition, see for example [29] and the
references therein. A positive answer to this question is obtained byCapuzzo-Dolcetta,
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Leoni and Porretta in [14], but their result requires an extra subtle relation between
λ, ϕ and f .

Another interesting topic is related to the boundary behavior of the gradient of
solutions attaining (or not) the boundary data. For instance, in [1] it is proven that
solutions have bounded gradient on ∂�, meanwhile [25] and [4] provide examples
with boundary gradient blow up. For this, the effect of the gradient termmust be strong
enough to break the regularizing effect of the Laplacian, and this subtle interaction in
limit cases may lead to solutions not satisfying the boundary condition and/or having
boundary gradient blow up.

It is worth to point out the deep connection between the problem (1.4) and the
stochastic optimal exit time problem. From the latter point of view, the role of the
superquadratic gradient and the non attainability of the boundary condition becomes
more evident, see [22,23,28] and references therein.

We finish this brief review on the second-order case with a comment on the role
of the proper term λ. When this term is strictly positive then a priori bounds for the
solution in L∞ in terms of λ−1|| f ||∞ are available. This is used in [23] to study
the behavior of (1.4) as λ → 0+ (giving rise to the so-called ergodic problem), and
concluding that if λ = 0 in (1.4) the problem may not be solvable for every right-hand
side f ∈ C(�̄).

Concerning the nonlocal problem (1.1)–(1.3), we point out that existence and
uniqueness of viscosity solutions u ∈ C(RN ) in the case p ≤ 2s is obtained by
Barles, Chasseigne and Imbert in [3]. Their proof relies heavily in the interaction
between the non-integrability of the kernel defining the fractional Laplacian and the
shape of its support. In the case ϕ = 0 we can formally split the operator as

(−�)su(x) = (−�)scu(x) + λ(x)u(x), (1.5)

where

λ(x) := CN ,s

∫
�c

dz

|x − z|N+2s > 0,

Here (−�)sc denotes the censored fractional Laplacian of order 2s defined as

(−�)scu(x) := CN ,sP.V.

∫
�

u(x) − u(z)

|x − z|N+2s dz,

see [11] for a deeper insight of this type of operator and its connection with censored
s-stable Lévy processes.

Notice that the censored fractional operator in (1.5) is an x-dependent degenerate
elliptic nonlocal operator in the sense of [5], uniformly elliptic in compact sets of �

in the sense of [13], and since λ(x) > 0 this problem has a strictly proper structure,
making the viscosity theory the appropriate framework to address this problem. In [3],
the result is based on the leading effect of the λ-term in (1.5) since λ(x) ↗ +∞ as
x → ∂�. The power profile of the explosion controls the contribution of the gradient
term when this is of order p ≤ 2s and does not rely on the elliptic contribution of the
censored operator.
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In the supercritical fractional setting p > 2s, existence and uniqueness for problem
(1.1)–(1.3) in the viscosity sense with generalized boundary conditions is obtained in
[8], see Definition 2.2 for the precise statement of this notion of solution. However, in
analogy with the second-order case, solutions may not attain the boundary condition
in the classical sense. See also [3] for an explicit example of this phenomena for a
linear equation with leading gradient term in the case s < 1/2.

In view of the previous discussion it is natural to ask for continuous solvability of
(1.1)–(1.3) in the supercritical setting p > 2s. By following the arguments from [14]
we are able to provide a positive answer to this question in the nonlocal setting. As
expected from the local case, we need to impose certain assumptions on f , ϕ, λ and
λ0 (to be defined). More precisely we have the following theorem.

Theorem 1.1 Let � ⊂ R
N be a bounded domain with C2 boundary, λ ≥ 0 and

f ∈ C(�̄). Let s ∈ (1/2, 1), p ∈ (2s, s/(1− s)) and denote β∗ = (p − 2s)/(p − 1).
Assume ϕ ∈ Cβ∗

(�c) with D := supp{ϕ} compact, and for x ∈ � define the quantity

λ0(x) = CN ,s

∫
Dc

dz

|x − z|N+2s .

Assuming the condition

inf
�c

{ϕ} ≤ inf
�

{
(λ + λ0)

−1 f
}

, (1.6)

there exists M0 > 0 depending on the data such that if ϕ satisfies

|ϕ(x) − ϕ(y)| ≤ M |x − y|β∗
for x, y ∈ �c, (1.7)

for some M ≤ M0, problem (1.1)–(1.3) has a unique viscosity solution in Cβ∗
(RN ).

As it can be seen in [8], the generalized solution u to (1.1)–(1.3) always satisfies
u ≤ ϕ in�c. Hence, the basic idea behind the proof of Theorem 1.1 is the construction
of a subsolution to the problem attaining the boundary condition continuously, which
is possible under the assumptions on the data given before. These conditions can be
seen as the nonlocal counterpart to the condition exhibited in [14]. In fact, our results
recover the ones in [14] by letting s → 1−.

The main ingredient on the construction of the barriers leading to the result is
a power of the distance function with some exponent β ∈ (0, 1). Hence, a natural
balance of powers in the equation when we evaluate such a function leads to the
equality β − 2s = (β − 1)p which explains the value of β∗ in the theorem. On the
other hand, since we restrict ourselves to the case p > 2s the previous balance of
powers give rise to the condition s > 1/2.

Note that our result still provides existence when λ + inf�{λ0} > 0 which is a
main difference with the local case. This can be explained due to the presence of the
“proper” term λ0 in (1.6) coming from the nonlocal nature of the operator, which has
a close relation to λ(x) in the formal splitting (1.5). Notice though that we cannot
rely on the censored Laplacian to prove the result, since its diffusion is too weak to
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guarantee existence of solutions attaining the boundary data. In fact it is known that
weak diffusive operators like the censored Laplacian and zero-th order operators may
present solutions not achieving the boundary condition even in the absence of gradient
terms (see [11,15,21]).

We point out we can address the problem in a more general setting but have pre-
sented it first in the context of (1.1)–(1.3) for simplicity. In fact, we can consider a
nonlinear nonlocal operator and ϕ not compactly supported. In Theorem 2.3 we prove
an analogous result as Theorem 1.1 for a family of nonlinear operators that possess
an equicontinuity property. In Theorem 5.1 we extend the previous result to a general
class of nonlinear operators with an additional restriction on the upper bound of the
allowed powers of p.

Once we solve the Dirichlet problem with classical boundary condition, stan-
dard arguments allows us to conclude that the solution is in Cβ(�̄) with β =
(p − 2s)/(p − 1), extending previous a priori regularity results up to the bound-
ary for similar problems found in [6]. Recall that p < s/(1− s) and therefore β < s,
which is to be expected since s harmonic functions areCs near the boundary, see [27].

The paper is organized as follows: in Sect. 2 we provide the basic notation and
the notion of solution we use throughout the paper. In Sect. 3 we developed the main
technical lemmas needed for the proofs of Theorem 2.3 and Theorem 5.1. In Sect.
4 we solve the Dirichlet problem for supercritical gradient terms under additional
assumptions over the data proving Theorem 2.3. The second part of Sect. 4 is dedicated
to extend our results when the fractional Laplacian is replaced by a particular family
of nonlinear operators. Finally in Sect. 5 we extend the results to a family of nonlinear
operators controlled by the usual fractional Pucci operators and provide some remarks
regarding the pass to the limit s → 1−.

2 Main assumptions and statement of the problem

2.1 Basic notation and definition of solution

We start this section by introducing the notation used throughout the paper.
Let r > 0, we denote by Br (x) the ball centered at x ∈ R

N or just Br when
x = 0. For a domain � ⊂ R

N we denote d = d� the (signed) distance function
to its boundary which is positive in � and non positive in �c. For δ > 0 we write
�δ = {x ∈ � : d(x) < δ}. When the domain is C2, there exists δ0 > 0 such that
d ∈ C2(�δ0), see [24].

We use the notion of viscosity solution with generalized boundary condition as
presented in [3,30], which is the natural extension to nonlocal problems of the notion
for second-order equations presented in [16].

Throughout this article, we fix constants 0 < γ ≤ 
 < +∞ and denote by K the
family of kernels K satisfying the inequalities

γ CN ,s ≤ K (y) ≤ 
 CN ,s for all y ∈ R
N , (2.1)
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where CN ,s > 0 is the constant arising in the definition of the fractional Laplacian
in (1.2).

We point out that the normalizing constant in CN ,s > 0 appearing in the definition
of the fractional Laplacian is always considered, even if we do not write it explicitly.

For K ∈ K we define the linear operator

LK (u, x) :=
∫
Rn

δ(u, x; y) K (y)

|y|N+2s dy,

where δ(u, x; y) = u(x + y) + u(x − y) − 2u(x),
(2.2)

which is well defined if for each function u : RN → R satisfying adequate regularity
assumptions on x and weighted integrability assumptions at infinity, say u ∈ C1,1 in
a neighborhood of x and u ∈ L1(1/(1 + |x |)N+2s).

Remark 2.1 Note that K represents the density with respect to the Levy measure
1/|z|N+2s . As an abuse of notation we will refer to K as a kernel.

The nonlinear nonlocal operator we have in mind considers a two-parameter family
of kernels {Kab}a∈A,b∈B ⊆ K and writing La,b := LKa,b we define

I(u, x) := inf
a∈A

sup
b∈B

La,b(u, x), (2.3)

which is well-defined under the same assumption on u described above. Recall that
these type operators are known as Isaacs operators and they appear in a natural way
in stochastic differential games (see for example [12] and [10] and the references
therein).

Now we introduce notation to precisely describe the notion of solution. For K ∈ K
and D ⊂ R

N we denote the restricted evaluation by

LK [D](u, x) =
∫
D

δ(u, x, z)K (z)|z|−(N+2s)dz. (2.4)

For a nonlinear operator as in (2.3), this restricted evaluation reads as

I[D](u, x) = infa∈A supb∈B La,b[D](u, x),

and concerning the whole equations, for δ > 0 we write

Eδ(u, φ, x) := −I[Bδ](φ, x) − I[Bc
δ ](u, x) + |Dφ(x)|p − f (x).

Definition 2.2 A function u : RN → R bounded and upper semicontinuous (usc for
short) in �̄ is a viscosity subsolution to the Dirichlet problem (1.1) at x0 ∈ �̄ if u ≤ ϕ

in (�̄)c and if for each δ > 0 and φ ∈ C2(RN ) such that x0 is a maximum point of
u∗ − φ in Bδ(x0), then

Eδ(u∗, φ, x0) ≤ 0 if x0 ∈ �,

min{Eδ(u∗, φ, x0), u(x0) − ϕ(x0)} ≤ 0 if x0 ∈ ∂�,
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where u∗ denotes the usc envelope of the function u in RN . In the analogous way, we
define supersolutions and solutions to (1.1).

Recall that the usc envelope for a bounded function u is defined as

u∗(x) = lim sup
y→x

u(x), for all x ∈ R
N .

By definition is also the smallest upper semicontinuous function which is larger or
equal to u.

The above definition is given for data ϕ in L∞, but a straightforward extension
ϕ ∈ L1(w) (with certain growth at infinity in terms of s) can be stated.

2.2 The main result

In Sects. 3 and 4 we will focus our attention to a subclass of K satisfying certain
equicontinuity properties.

More precisely, we consider K̄ ⊂ K a family of kernels K satisfying the following
property: for each R > 0 there exists a modulus of continuity mR such that, for all
K ∈ K̄

|K (x) − K (y)| ≤ mR(|x − y|), for all x, y ∈ BR . (2.5)

Notice that we always can assume that mr (t) ≤ mR(t) for each 0 < r ≤ R and
t ∈ (0, r).

In order to state our result for nonlinear nonlocal operators like (1.1), we assume
that we can write K̄ = {Ka,b}a∈A,b∈B for some sets of indices A, B.

In order to state ourmain result we require further definitions: for δ > 0we consider
Nδ = � + Bδ , and notice that � ⊂ Nδ for all δ > 0 (we denote N0 = �).

For δ ≥ 0 and x ∈ � define

λδ
0,+(x) = sup

K∈K̄

∫
N c

δ −x

(K (z) + K (−z))dz

|z|N+2s , (2.6)

and

λδ
0,−(x) = inf

K∈K̄

∫
N c

δ −x

(K (z) + K (−z))dz

|z|N+2s . (2.7)

For x ∈ �̄ and δ > 0 we also denote

f δ
ϕ (x) = f (x) + inf

K∈K̄

(∫
N c

δ −x

ϕ(x + z)

|z|N+2s (K (z) + K (−z))dz

)
. (2.8)

With the above definitions we are in shape to state our main result.

Theorem 2.3 Let � ⊂ R
N be a bounded domain with C2 boundary, λ ≥ 0,

ϕ ∈ C(�c) bounded and f ∈ C(�̄). For s ∈ (1/2, 1) and K̄ = {Ka,b}a∈A,b∈B
satisfying (2.5), consider I defined in (2.3) associated to K̄.
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For p ∈ (2s, s/(1−s)) denote β∗ = (p−2s)/(p−1) and assume infNδ\�{ϕ} ≥ 0
(resp. infNδ\�{ϕ} < 0) and the existence of δ > 0 such that

inf
Nδ\�

{ϕ} ≤ inf
�

{
(λ + λδ

0,+)−1 f δ
ϕ

}
, (2.9)

(resp. replacing λδ
0,+ by λδ

0,−).
Then, there exists Mδ > 0 depending on δ and the data such that if ϕ satisfies

|ϕ(x) − ϕ(y)| ≤ M |x − y|β∗
for x, y ∈ Nδ\�, (2.10)

for some M ≤ Mδ , problem

{
λu − I(u, x) + |Du|p = f (x) in �

u = ϕ in �c,
(2.11)

has a unique viscosity solution u ∈ C(RN ).
Moreover, the restriction of u to �̄ belongs to Cβ∗

(�̄).

Remark 2.4 The functions λδ
0,±(x) come from the contribution of the non-local oper-

ator in N c
δ , that is the long jump of the process/long range interaction. These terms

appear since ϕ is truncated by zero in N c
δ in order to reduce the problem to the com-

pactly supported case. The change from f in the source term to f δ
ϕ is also related to

the truncation, for more details see Lemma 4.1.

Note that when γ = 
 = 1/2 we see that I = −(−�)s and therefore Theorem
1.1 is a direct consequence of the above result.

An example where condition (2.9) is immediately satisfied is the case f ≥ 0 in �̄,
ϕ ≤ 0 in Nδ and ϕ ≥ 0 in N c

δ (thus, a transition through zero must be satisfied by ϕ

on ∂Nδ).
Roughly speaking, and formally following the stochastic interpretation associated

to analogous second-order problems discussed in [23], if we think of u as the value
function of a stochastic optimal exit time problem with jumps, there is no incentive
for the underlying random dynamics to stay in the interior of the domain because of
the positive contribution of f . Then, trajectories starting from a point x close to the
boundary have two choices: to exit immediately near x in a continuous fashion, or to
jump outside �̄. In the latter case, since ϕ is positive “outside a neighborhood of the
boundary” it discourages the trajectories to jump “too far”. Therefore, the boundary
data must be satisfied in the classical sense. Of course the function ϕ itself cannot
be too oscillatory in order to prevent large payoff differences in nearby regions, from
which condition (2.10) is natural.

We also point out that the assumption on ϕ in the above theorem can be weakened.
Since neither continuity nor boundedness are needed in Nc

δ , we could just ask for an
appropriate weighted L1(Nc

δ , 1/(1 + |x |)N+2s) bound.
In Sect. 5 we present a generalization of the previous theorem to a general I defined

by linear operators whose symmetric kernels belong to K (with no equicontinuity
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assumption such as (2.5)). The theorem is in essence the same, though the range of p
for which we can solve the problem differs. We refer to Theorem 5.1 for more details.

2.3 Perron’s method and existence

We start remaking that Defintion 2.2 to the Dirichlet problem (1.1)–(1.3) is the same
as in previous works which are going to be quoted here.

As in [3,30], to prove existence of a viscosity solution to our Dirichlet problem
we consider a one-parameter family of continuous functions ψk± : RN → R such that
ψk+ ≥ ψk− in RN and such that ψk± = ϕ in �c. In addition we take ψk±(x) → ±∞ as
k → ∞ for all x ∈ �.

We extend f as a continuous function inRN with the same L∞ norm. For x ∈ R
N ,

q ∈ R
N , l ∈ R, λ ≥ 0 consider the degenerate elliptic operator

Hk(x, u, q, l) := min{u − ψk−(x),max{u − ψk+(x), λu − l + |q|p − f (x)}}

and let us consider the following obstacle problem

Hk(x, u(x), Du(x), I(u, x)) = 0, x ∈ R
N , (2.12)

where I is defined as in (2.3) for a general subclass {Ka,b} ⊂ K.
For O ⊂ R

N open and regular denote


0(O) := inf
x∈O,K∈K

∫
Oc

(K (z) + K (−z))dz

|x − z|N+2s .

For x ∈ O and K ∈ K we see that the function

WK (x) :=
∫
Oc

(K (z) + K (−z))dz

|x − z|N+2s

satisfies

2γCN ,s

∫
Oc

dz

|x − z|N+2s ≤ WK (x) ≤ 2
CN ,s

∫
Oc

dz

|x − z|N+2s ,

by (2.1). The function x �→ ∫
Oc

dz
|x−z|N+2s is strictly positive and continuous in O , and

blows up on the boundary of O , from which we conclude that 
0(O) ∈ (0,+∞). We
simply denote 
0 = 
0(�).

Now consider

�+(x) = (
0(N1)
−1|| f ||∞η(x) + ||ϕ||∞), x ∈ R

N ,

where η is a smooth function such that 0 ≤ η ≤ 1 with η = 1 in � and η = 0 in N c
1 .

It can be seen that �+ is a viscosity supersolution to (2.12) for all k (note �+
does not depend on the L∞ bounds of φk±) and analogously �− = −�+ is a viscosity
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subsolution to the problem.Theproblem (2.12) is degenerate elliptic in thewhole space
and following closely the arguments of Perron’s method described in Proposition 1
in [2] leads to the existence of a solution uk ∈ C(RN ) to (2.12). Moreover, the family
of functions {uk}k is uniformly bounded in RN , equal to ϕ in �c for all k.

For x ∈ R
N denote

ū(x) = lim sup
k→∞,y→x

uk(y); u(x) = lim inf
k→∞,y→x

uk(y),

which are well defined for all x ∈ R
N . We clearly have that ū ≥ u in RN , u = ū = ϕ

in �̄c and are respectively viscosity sub and supersolution to problem (1.1)–(1.3) in
the sense of Definition 2.2. Thus, by regularity results up to the boundary given in [6]
we have that ū can be redefined as a Hölder continuous on �̄ (see Theorem 2.1 in [6])
which is sufficient to apply the strong comparison principle given in Theorem 3.2
of [8] to conclude that ū ≤ u in �̄ and as a consequence, the existence and uniqueness
of a viscosity solution u = ū = u ∈ C(�̄) with generalized boundary conditions
to (1.1)–(1.3). It also can be seen in [8] (Proposition 4.3) that u ≤ ϕ on ∂�, but it
is not guaranteed that u = ϕ on ∂�. However, again by strong comparison, it only
suffices to construct a continuous subsolution to the Dirichlet problem which attains
the boundary data to conclude the classical well-posedness.

Finally, we notice that the function
−1
0 || f ||∞1�̄ +||ϕ||∞ is a supersolution to the

Dirichlet problem (1.1)–(1.3), and a subsolution can be constructed in the same way.
Applying strong comparison principle we conclude the estimate

|u(x)| ≤ (
−1
0 || f ||∞ + ||ϕ||∞) for all x ∈ �̄. (2.13)

3 Technical lemmas

In this section we establish technical lemmas needed in order to conclude Theorem
2.3. Throughout this section we will focus on the family of equicontinuous bounded
kernels K̄, see (2.5). It will be useful to consider the extremal operators

M+
K̄(u, x) := sup

K∈K̄
LK (u, x); and M−

K̄(u, x) := inf
K∈K̄

LK (u, x). (3.1)

Note that we will simply writeM± whenever we have fixed the family of kernels,
as is our case. Furthermore, notice that these operators have the same properties as the
local Pucci’s operator, in particular they are positive homogeneous and satisfy (see for
example [13])

M−(u) ≤ LK (u) ≤ M+(u) for all K ∈ K̄, (3.2)

M−(u − v) ≤ I(u) − I(v) ≤ M+(u − v), (3.3)

M−(−u) = −M+(u). (3.4)

Next lemma follows the lines of [26] (see also [27]), but we provide the proof for
completeness.
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Lemma 3.1 Let � be a C2 bounded domain inRN and s ∈ (0, 1). There exists δ > 0
such that for each 0 < β < s there exists c1 > 0 satisfying

M+(d(x)β+, x) ≤ −c1d
β−2s(x) for x ∈ �δ.

The constant c1 depends on β, N , s and K and is such that c1 → 0 as β → s−.

Proof We start with some preliminaries. For each β ∈ (0, 2s) we define the function
F by

F(β) =
∫
R

(1 + t)β+ + (1 − t)β+ − 2

|t |1+2s dt,

which is smooth, strictly convex and satisfies F(0+) < 0. As it can be seen in [27]
we have that F(s) = 0 and therefore we have F(β) < 0 for each β ∈ (0, s). Consider
now the constant

C̃(N , s) =
∫
RN−1

dy

(|y|2 + 1)(N+2s)/2
.

We assert that the constant c1 > 0 in the statement of the lemma is

c1 = −F(β) C̃(N , s) inf
K∈K

K (0). (3.5)

Now we proceed with the proof. Notice that we can rewrite the inequality of the
lemma as

d2s−β(x)M+(d(x)β+) ≤ −c1 for x ∈ �δ.

Assume that the conclusion of the lemmadoes not hold. Then, there existsβ ∈ (0, s)
and a sequence of points xn ∈ � with d(xn) → 0 such that

lim sup
n→+∞

d(xn)
2s−βM+(dβ, xn) > −c1. (3.6)

Let

l = sup
K∈K

∫
RN

(1 + zN )
β
+ + (1 − zN )

β
+ − 2

|z|N+2s K (0)dz,

and we claim that
lim sup
n→+∞

d(xn)
2s−βM+(dβ, xn) = l. (3.7)

Suppose the claim holds, then a direct computation leads to

∫
RN

(1 + zN )
β
+ + (1 − zN )

β
+ − 2

|z|N+2s dz = F(β)C̃(N , s)

and therefore, from (3.7) and F(β) < 0 when β ∈ (0, s), we deduce

C̃(N , s)F(β) inf
K∈K

K (0) = C̃(N , s) sup
K∈K

F(β)K (0) > −c1.
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The last inequality is a contradiction with the choice of c1 in (3.5).
Now we prove the claim (3.7). We adopt the notation dn = d(xn) and d̃n(z) =

d(z)/dn for each n ∈ N and z ∈ R
N .

Using the homogeneity of the linear operators LK we have

d2s−β
n M+(dβ, xn) = sup

K∈K

∫
RN

δ(d̃β
n , xn, dnz)

|z|N+2s K (dnz)dz.

Note now that the limit in (3.6) is finite. In fact, for each K ∈ K we split the previous
integral as

I n1 + I n2 :=
∫
B1

δ(d̃β
n , xn, dnz)

|z|N+2s K (dnz)dz +
∫
Bc
1

δ(d̃β
n , xn, dnz)

|z|N+2s K (dnz)dz

Since xn ∈ � for all n, we can perform a Taylor expansion of the function d̃β
n around

xn , which in addition to the universal upper bound for K leads us to

I n1 ≤ 
β((1 − β)2β−1 + 2β−1dn)
∫
B1

|z|−N−2s+2dz, (3.8)

and therefore I n1 is bounded above independently of n. For I n2 we use the Lipschitz
continuity of the distance function to write

d̃n(xn ± dnz) ≤ 1 + |z|

for all n ∈ N and all z ∈ R
N . Then, we have

I n2 ≤ 
2β+1
∫
Bc
1

|z|−N−2s+βdz, (3.9)

from which we obtain the uniform boundedness of I n2 since β < s. This concludes
the finiteness of the limit in (3.6).

With some abuse of notation let {xn} be a subsequence in (3.7) realizing the limit,
and fix ε > 0. For each n ∈ N there exist K̄ ∈ K̄ depending on ε and n such that

d2s−β
n M+(dβ, xn) − l

≤ ε/4 + ∫
RN

δ(d̃β
n ,xn ,dnz)
|z|N+2s K̄ (dnz)dz − ∫

RN
(1+zN )

β
++(1−zN )

β
+−2

|z|N+2s K̄ (0)dz.

Adding and subtracting the term

∫
RN

δ(d̃β
n , xn, dnz)

|z|N+2s K̄ (0)dz,

123



Continuous viscosity solutions for nonlocal…

in the right-hand side of the above inequality, we arrive at

d2s−β
n M+(dβ, xn) − l ≤ ε/4 + Jn1 + Jn2 , (3.10)

where

Jn1 := ∫
RN

δ(d̃β
n ,xn ,dnz)
|z|N+2s

(
K̄ (dnz) − K̄ (0)

)
dz,

Jn2 := ∫
RN

(
δ(d̃β

n , xn, dnz) −
[
(1 + zN )

β
+ + (1 − zN )

β
+ − 2

])
K̄ (0)|z|−(N+2s)dz.

Using the uniform boundedness of K̄ (0) in terms of n and the asymptotic estimates
given in [9] Lemma 4 we conclude that

|Jn2 | = on(1),

as n → ∞.
Proceeding as in (3.9) and using the uniform boundedness of the family K we can

consider Rε > 1 large enough to get

∫
Bc
Rε

δ(d̃β
n , xn, dnz)

|z|N+2s

(
K̄ (dnz) − K̄ (0)

)
dz ≤ ε/4.

Now, by assumption (2.5) we can write

∫
BRε

δ(d̃β
n , xn, dnz)

|z|N+2s

(
K̄ (dnz) − K̄ (0)

)
dz ≤ mε(Rεdn)

∫
BRε

δ(d̃β
n , xn, dnz)

|z|N+2s dz,

where mε = mRε is the modulus of continuity given in (2.5) and n has been taken
large enough to have dn ≤ 1. Similar arguments as in (3.8) and (3.9) let us conclude
the existence of a constant Cε > 0 such that

∫
BRε

δ(d̃β
n , xn, dnz)

|z|N+2s

(
K̄ (dnz) − K̄ (0)

)
dz ≤ Cεmε(Rεdn),

from which we conclude

Jn1 ≤ ε/4 + Cεmε(Rεdn).

Replacing the estimates of Jn1 and Jn2 into (3.10) we get

d2s−β
n M+(dβ, xn) − l ≤ ε/2 + on(1) + Cεmε(Rεdn).

Finally, taking n large in terms of ε allows us to get

d2s−β
n M+(dβ, xn) − l ≤ ε.
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Similar arguments provide us of an analogous reverse inequality which let us conclude
(3.7). The proof is now complete. 
�

Remark 3.2 The above lemma explains the upper bound for p required in Theorem
2.3. The fact that the constant c1 is strictly positive is crucial and this is possible
because of β < s.

On the other hand, a balance of powers between the fractional Laplacian and the
gradient term evaluated at the function dβ

+ suggest a lower bound for β given by
(p−2s)/(p−1). Thus, in order to have such a numberwe require (p−2s)/(p−1) < s
and this is possible if p < s/(1 − s).

We also require the following bound for the fractional operator applied to power-
type functions.

Lemma 3.3 Let β ∈ (0, 2s) and let x0 ∈ R
N . Then, there exists a constant C1 > 0

such that

M+(| · −x0|β, x) ≤ C1|x − x0|β−2s for all x ∈ R
N\{x0}.

Moreover, there exists a constant C̄1 > 0 such that C1 ≤ C̄1 as s → 1−.

Proof By translation invariance, we can assume x0 = 0.
Let K ∈ K̄, L = LK as in (2.2) and denote ρ(x) = |x |β . Using the notation from

(2.4) we can write

L(ρ, x) = L[B|x |/2(x)](ρ, x) + L[B|x |/2(x)c](ρ, x).

For the first term we perform a Taylor expansion with integral reminder to write

L[B|x |/2](ρ, x) = 1

2

∫ 1

0
(1 − t)

∫
B|x |/2

〈D2ρ(x + t y)y, y〉K (y)|y|−(N+2s)dy dt.

A direct computation of the second derivative of the function ρ leads to the estimate

L[B|x |/2](ρ, x) ≤ C |x |β−2
∫
B|x |/2 K (y)|y|2−(N+2s)dy = C 
|x |β−2s .

where C > 0 depends only on β.
On the other hand, using that |ρ(z) − ρ(y)| ≤ C |z − y|β for each y, z ∈ R

N we
have

L[Bc|x |/2](ρ, x) ≤ C
∫
B|x |/2(x)c |z|β−N−2s K (z)dz ≤ C 
|x |β−2s,

where C > 0 just depends on β. By adding the above estimates and taking supremum
over K ∈ K we conclude the result. 
�
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4 Proof of Theorem 2.3

The following lemma allows us to deal with the role of δ in Theorem 2.3.

Lemma 4.1 Let δ > 0 and consider f δ
ϕ defined in (2.8). Then a viscosity solution u

to problem (2.11) is a supersolution (in the sense of Definition 2.2) to the problem

{
λu − I(u) + |Du|p = f δ

ϕ in �

u = ϕ1Nδ
in �c.

(4.1)

Proof We provide the proof in the context of classical solutions. The proof for vis-
cosity solutions follows the same lines once the corresponding testing procedure is
established.

Let u be a solution to (2.11) (satisfying u = ϕ in �̄c) and write u = u1 + u2 where
u1 = u1Nδ

and u2 = u1N c
δ
.

Then, for each x ∈ � and K ∈ K we can write

LK (u, x) = LK (u1, x) +
∫
RN

u2(x + z)

|z|N+2s (K (z) + K (−z))dz

= LK (u1, x) +
∫
N c

δ −x

ϕ(x + z)

|z|N+2s (K (z) + K (−z))dz,

where the last equality comes from the definition of u2. Then, by the monotoncity
properties of the nonlinear operator I we get that

−I(u, x) ≤ −I(u1, x) − inf
K∈K̄

∫
N c

δ −x

ϕ(x + z)

|z|N+2s (K (z) + K (−z))dz.

Then, using this inequality, the fact that u is a (super)solution to (2.11), that u1 = u
in �, and the definition of f δ

ϕ we arrive at

λu1(x) − I(u1, x) + |Du1(x)|p ≥ f δ
ϕ (x),

which means that u is a supersolution to (4.1). For x ∈ ∂� we follow the same idea
by using Definition 2.2. 
�

From now on we will study this auxiliary problem, since a subsolution to (4.1) that
agrees with the exterior data gives us the classical solvability to the original problem
by comparison principle.

Nowwe present two results that are a direct consequence from the technical lemmas
of the previous section.

Lemma 4.2 Let � ⊂ R
N a bounded domain, β ∈ (0, 2s) and let y ∈ ∂�. Let δ > 0

and consider the function

ψ(x) = ψy,δ(x) = |x − y|β1Nδ
(x), x ∈ R

N
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with Nδ defined above. Then

M+(ψ, x) ≤ C1|x − y|β−2s for each x ∈ �,

where C1 > 0 is the constant in Lemma 3.3.

The proof of this result is a straight application of Lemma 3.3 and the fact that
ψ(x) ≤ |x − y|β for all x ∈ R

N with equality in �.

Lemma 4.3 Let δ > 0 and A ∈ R. Then there exists universal constant C2 > 0 such
that

M+(A1Nδ
, x) ≤ C2A

−(d(x) + δ)−2s for all x ∈ �,

where A− = max{0,−A}.
Moreover, there exists a constant C̄2 > 0 just depending on s, N such that C2 ≤


C̄2.

Now we are in position to prove Theorem 2.3.

Proof of Theorem 2.3 (continuity up to the boundary) In view of the discussion given
in Sect. 2, the result follows by constructing a subsolution u ∈ C(�̄) to (2.11) with
u = ϕ on ∂�. Thanks to Lemma 4.1 we can focus on constructing such subsolution
to (4.1) instead.

Let δ > 0 and denote by Mδ the Hölder seminorm of ϕ in Nδ . For y ∈ ∂� we
consider the function

uy(x) = (ϕ(y) − Mδ|x − y|β)1Nδ
(x) − μMδd

β
+(x),

where μ > 1 is a (large) constant independent of y to be fixed. Our goal is to prove
that uy is a subsolution to (4.1) in a �̄-neighborhood of ∂�.

By (3.2) we can replace I by the extremal operator M− in (4.1) to conclude the
result.

Notice that uy = 0 in N c
δ , and for each x ∈ Nδ \ �

uy(x) ≤ ϕ(y) − Mδ|x − y|β ≤ ϕ(x),

from which we get that uy ≤ ϕ1Nδ
in �c.

Let x ∈ �. Appropriately using (3.2)–(3.4) and the positive homogeneity of the
extremal operators, we can write

−M−(uy, x) ≤ μMδM+(dβ
+, x) + MδM+(| · −y|β1Nδ

, x) + M+(−ϕ(y)1Nδ
, x).

Then, applying Lemmas 3.1, 4.2 and 4.3 we get

−M−(uy, x) ≤ −c1γμMδd(x)β−2s+C1
Mδ|x−y|β−2s+C2
ϕ(y)+(d(x)+δ)−2s,

where c1,C1 and C2 are universal positive constants and for t ∈ R we have written
t+ = (−t)− = max{0, t}.
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Now, since d(x) ≤ |x − y| we get

−M−(uy, x) ≤ Mδd(x)β−2s(−c1γμ + C1
) + C2
ϕ(y)+(d(x) + δ)−2s .

Thus, taking μ large in terms of the ratio C1
/(c1γ ) we can write

− M−(uy, x) ≤ −c1μγ Mδd(x)β−2s/2 + C2
||ϕ+||L∞(∂�)(d(x) + δ)−2s . (4.2)

On the other hand

|Duy(x)|p ≤ Mp
δ β p|μd(x)β−1Dd(x) + |x − y|β−2(x − y)|p,

for each x ∈ � and since d(x) ≤ |x − y| we conclude that

|Duy(x)|p ≤ Mp
δ d(x)β−2s(1 + μ)p.

Combining the above estimates for the nonlocal and gradient terms and using that
p(β − 1) = β − 2s we obtain

−M−(uy, x) + |Duy(x)|p ≤ Mδd(x)β−2s
(
−c1μγ/2 + Mp−1

δ (1 + μ)p
)

+C2
||ϕ+||L∞(∂�)(d(x) + δ)−2s .

At this point we impose that Mδ, μ satisfy the relation

Mδμ ≤ c̄p := (c1γ /2p+2)1/(p−1), (4.3)

which in conjunction to the previous inequality leads us to

−M−(uy, x) + |Duy(x)|p ≤ −c1μγ Mδd(x)β−2s/4
+C2
||ϕ+||L∞(∂�)(d(x) + δ)−2s .

Note that we can also pick μ, Mδ so that

c̄p/2 ≤ μMδ, (4.4)

and therefore by fixing �0 such that

0 < �0 ≤
(
16C2
||ϕ+||L∞(∂�)

c̄pc1δ2s

)1/(β−2s)

, (4.5)

we get the following inequality

−M−(uy, x) + |Duy(x)|p ≤ −c1μγ Mδd(x)β−2s/8 for all x ∈ ��0 .
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Since

uy ≤ inf
∂�

ϕ + Mδdiam(�)β,

we conclude that

λuy − M−(uy, x) + |Duy(x)|p
≤ λ(inf

∂�
ϕ + Mδdiam(�)β) − c̃μMδd(x)β−2s for all x ∈ ��0 .

where c̃ = c1γ /8.
Recall that β < 2s, therefore by taking �0 smaller in terms of λ inf

∂�
ϕ and c̄p, and

enlarging μ in terms of diam(�)β we obtain

λuy − M−(uy, x) + |Duy(x)|p ≤ −c̃μMδd(x)β−2s/2 for all x ∈ ��0 . (4.6)

In view of (4.4) we can consider �0 even smaller in terms of c̄p, c̃ and || f δ
ϕ ||L∞(�̄)

(if necessary) to conclude that uy is a classical (hence viscosity) subsolution to (4.1)
in ��0 .

Consider now
ũ(x) = sup

y∈∂�

uy(x), x ∈ R
N . (4.7)

By standard arguments, this function is a viscosity subsolution to (4.1) in ��0 in
the sense of Definition 2.2, hence ũ ≤ ϕ in �c. Moreover, for each x ∈ ∂�

ũ(x) ≥ ux (x) ≥ ϕ(x),

which implies ũ attains the boundary data in the classical sense.
Now assumption (2.9) implies that the function

ψ−(x) = ϕ(x)1Nδ\�̄(x) + inf
Nδ\�

{ϕ}1�̄(x), (4.8)

is a viscosity subsolution to (4.1) in �. In fact, the exterior and boundary inequalities
are satisfied in the classical sense and for each x ∈ � we have

λψ−(x) − M−(ψ−, x) + |Dψ−(x)|p

≤ λ infNδ\�{ϕ} + supK∈K̄
∫

�c−x

infNδ\�{ϕ} − ϕ1Nδ
(x + z)

|z|N+2s (K (z) + K (−z))dz

≤ λ infNδ\�{ϕ} + supK∈K̄
∫
N c

δ −x

infNδ\�{ϕ}
|z|N+2s (K (z) + K (−z))dz

≤ (λ + λδ
0,+(x)) infNδ\�{ϕ}, (resp. λδ

0,−(x) if infNδ\�{ϕ} < 0),

where we have used the definition of λδ
0,±(x) given in (2.6) and (2.7). By (2.9) we

conclude that ψ− is a subsolution to (4.1) in �.
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Finally, by standard arguments the function

u(x) := max{ũ(x), ψ−(x)} (4.9)

is the required viscosity subsolution attaining the boundary data, provided ũ(x) ≤
ψ−(x) for all x ∈ � such that d(x) = �0. Notice that for such points

ũ(x) ≤ sup
∂�

ϕ − Mδ(1 + μ)�
β
0 ,

and

ψ−(x) = inf
Nδ\�

{ϕ}.

Therefore to get ũ(x) ≤ ψ−(x) it is sufficient to find μ large enough so that

sup
Nδ

ϕ − inf
Nδ

ϕ ≤ Mδ(1 + μ)�
β
0 .

In view of (2.10), the previous inequality holds as long as μ satisfies

(diam(Nδ)�
−1
0 )β ≤ μ.

Thus, fixing μ large as required above (in terms of the data and �0) and Mδ small
in order to have (4.3), (4.4) concludes the proof. 
�
Corollary 4.4 Assume hypotheses of Theorem 2.3 hold. Then, there exist M, � > 0
just depending on the data such that the unique viscosity solution u to problem (2.11)
satisfies

|u(x) − u(x̂)| ≤ Mdβ(x), for all x ∈ ��,

where x̂ ∈ ∂� satisfies d(x) = |x − x̂ | ≤ ρ.

Proof From the previous proof we have that for all x close to the boundary

u(x) ≥ ũ(x),

where ũ is given by (4.7). Since ũ(x) ≥ ux̂ (x), then we conclude that

u(x) − u(x̂) ≥ −Md(x)β,

for some M > 0 just depending on the data.
For y ∈ ∂� define

vy(x) =
(
ϕ(y) + M̃|x − y|β∗)

1Nδ
(x) + 2M̃dβ∗

+ (x), x ∈ R
N ,
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with β∗ as in Theorem 2.3 and M̃ > 0 large. A similar computation as before leads
us to the following bounds for x ∈ � close to the boundary

M+(uy, x) ≤ CM̃dβ∗−2s(x), and |Duy(x)| ≥ cM̃dβ∗−1(x),

for some C, c > 0 depending only on the data. Given that p > 2s > 1, we can take
M̃ large enough so that vy satisfies

λvy − I(vy) + |Dvy | ≥ f in �δ,

for some ρ > 0 fixed small. Then, defining

ṽ(x) = inf
y∈∂�

vy(x),

and taking M̃ large in terms of ||u||∞, δ and the data, we obtain that ṽ ≥ u in �c
ρ .

Then, by the strong comparison principle (see [8]) we get

u(x) − u(x̂) ≤ Md(x)β,

from which the result follows. 
�

4.1 Regularity

Interior Hölder regularity (with exponent β∗) can be obtained as in [6]. Using Corol-
lary 4.4 we can extend this result up to the boundary.

Proof of Theorem 2.3. (Regularity) Let u ∈ C(RN ) be the unique viscosity solution
to problem (2.11) and fix x0 ∈ �. We assume that d(x0) ≤ �/8 with � > 0 as in
Corollary 4.4. The general case x0 ∈ � follows the same ideas as the ones presented
below.

Denote by x̂0 the projection of x0 to ∂� and for L > 0 consider the function

� : x �→ u(x) − u(x0) − L|x − x0|β, x ∈ R
N .

Weclaim that, for L large, just in terms of the data but not on d(x0),� is nonpositive
in �. From this, we conclude that

u(x) − u(x0) ≤ L|x − x0|β for all x ∈ �,

and since L does not depend on x0, interchanging the role of x0 we conclude the
Hölder regularity up to the boundary.

Let us prove the claim. By contradiction, we assume the opposite, that is supRN � >

0. With an initial choice L ≥ 8||u||∞�−1 (recall the a priori bounds (2.13), which
implies L just depend on the data), we get that the supremum of � in RN is achieved
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at some point x̄ ∈ B̄�(x̂0), and since the maximum is strictly positive we get that
x̄ �= x0.

We will prove that x̄ ∈ �. Suppose not, then

u(x̄) − u(x0) = u(x̄) − u(x̂0) + u(x̂0) − u(x0) ≤ ϕ(x̄) − ϕ(x̂0) + Md(x0)β

where the last inequality comes from Corollary 4.4. Since ϕ is β Hölder continuous
we see that

u(x̄) − u(x0) ≤ M(|x̄ − x̂0|β + d(x0)
β)

for some M > 0 large enough. It is direct to check that d(x0) ≤ |x̄ − x0| and that
|x̄ − x̂0| ≤ 4|x0 − x̄ |, and therefore we arrive at

u(x̄) − u(x0) ≤ CM |x̄ − x0|β,

for some C > 0. Then, taking L > 0 large enough in terms of the data we conclude
that

0 < u(x̄) − u(x0) − L|x̄ − x0|β ≤ 0

which is a contradiction, and therefore x̄ ∈ �.
Since x̄ ∈ � and x̄ �= x0, we can use the function x �→ φ(x) := L|x − x0|β as a

test function (regarded as a subsolution to the problem) at the point x̄ to deduce

−I[Bδ](φ, x̄) − I[Bc
δ ](u, x̄) + |Dφ(x̄)|p ≤ f (x̄),

for all 0 < δ ≤ �/4.
Now, Dφ(x̄) can be explicitly computed and since I ≤ M+ we can apply

Lemma 4.2 to get

−C1L|x̄ − x0|β−2s − C2||u||∞�−2s + L p|x̄ − x0|p(β−1) ≤ || f ||∞,

for some C1,C2 > 0 just depending on the data.
Given that p(β − 1) = β − 2s the last inequality can be rewritten as

L p|x̄ − x0|p(β−1)(−C1L
1−p + 1) ≤ || f ||∞ + C2||u||∞�−2s .

Since p > 2s > 1 we can take L large in terms of C1 and p to get

L p|x̄ − x0|p(β−1)/2 ≤ (|| f ||∞ + C2||u||∞�−2s),

which drives to a contradiction by taking L large enough. 
�

5 Remarks and extensions

In this section we extend our results to the general family of kernelsK and make some
comments regarding the robustness of our result.
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5.1 Extension to general nonlinear operators

We start this subsection by extending our results to the nonlinear nonlocal operators
I as in (2.3) with kernels in the general class K satisfying (2.1) and with symmetric
kernels.

As in (3.1) we consider the extremal operators associated to this classK, which we
will simply denote M±.

The aim is to provide the main strategy to get the following existence and regularity
theorem concerning Dirichlet problems with exterior condition. For simplicity we will
assume that the boundary data is compactly supported. In the general case we can
proceed as before by cutting the data and studying an auxiliary equivalent problem.

In what follows, we denote β∗ = (p − 2s)/(p − 1) as in Theorem 2.3.

Theorem 5.1 Let s ∈ (1/2, 1), � ⊂ R
N be a bounded domain with C2 boundary,

λ ≥ 0 and f ∈ C(�̄). Let I as in (2.3) defined through an arbitrary subfamily of
K. Assume ϕ ∈ C(�c) is compactly supported and denote D = supp{ϕ}. For x ∈ �

define

λ0,+(x) = 2

∫
Dc−x

dz

|z|N+2s , and λ0,−(x) = 2γ
∫
Dc−x

dz

|z|N+2s (5.1)

and assume inf
D\�{ϕ} > 0 (resp. inf

D\�{ϕ} < 0)

inf
D\�{ϕ} ≤ inf

�

{
(λ + λ0,+)−1 f

}
. (5.2)

(resp. replacing λ0,+ by λ0,−).
Then there exists s+ ∈ (0, s) and M0 > 0 depending on the data such that for each

p ∈ (2s, 2s−s+
1−s+ ) and ϕ satisfying

|ϕ(x) − ϕ(y)| ≤ M |x − y|β∗
for x, y ∈ D \ �, (5.3)

for some M ≤ M0, the Dirichlet problem

{
λu − I(u, x) + |Du|p = f (x) in �

u = ϕ in �c,
(P′)

has a unique viscosity solution u ∈ C(RN ).
Moreover, the restriction of u to �̄ belongs to Cβ∗

(�̄).

We will present the technical lemmas proved in Sect. 3 just highlighting the main
differences in the current setting. The main difference between Theorems 2.3 and 5.1
is the restriction on the power profile p of the nonlinearity of the gradient in the latter
result. This restriction is a consequence of the following lemma.
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Lemma 5.2 Let� be a C2 bounded domain inRN and s ∈ (0, 1). Denote byM+ the
maximal extremal operator associated to the class K. Them ,there exist s+ ∈ (0, s)
such that, for all β ∈ (0, s+)

M+(d(x)β+) ≤ −c1d
β−2s(x) for all x ∈ �δ,

with c1, δ > 0.

The proof of this result follows the lines of Lemma 3.1. The main difference is the
computation of the scaled limit given by (3.7). In that lemma, this is a consequence
of the equicontinuity assumption 2.5. This time, the symmetry of the kernels leads to
the following identity

M+(u, x) = CN ,s

∫
RN

S+(δ(u, x, y))|y|−(N+2s)dy, (5.4)

where for given t ∈ R we denote

S+(t) = 
t+ − γ t−,

see [13] for a proof of this fact. This expression is compatible with dominated con-
vergence theorems and therefore the limit in (3.7) is replaced in the current setting
by

lim
n→∞ d(xn)

2s−βM+(dβ
+, xn) = C

∫
R

S+(δ(tβ+, 1, y))|y|−(1+2s)dy, (5.5)

where C = C(N , s) > 0 is a constant, see [9] for a proof of this fact for a similar
family of nonlinear operator.

As it can be seen in the proof of Theorem 2.3, the sign of the right-hand side in the
inequality given by Lemma 5.2 is crucial to get the conclusion of Theorem 5.1 and
in the current setting, the same sign disposition can be obtained provided β < s+ for
certain 0 < s+ ≤ s which is proper of the family of kernels K. This also determines
the new upper bound of p since this restriction coupled with the natural condition on
the exponent β = (p − 2s)/(p − 1) gives the condition p ∈ (2s, 2s−s+

1−s+ ).
The second ingredient is the analogous of Lemma 3.3 but its proof is direct thanks to

ellipticity of the classK. Once the two technical lemmas are available, the construction
of the barrier u in (4.9) follows with minor changes.

Remark 5.3 We point out that s+ and λ0 are independent of the operator I and there-
fore the result is not “sharp”, since the main ingredients are not associated with the
corresponding operator. This is to be expected in the generality the result is presented.

Ifwe consider a subclass ofKwith certain assumptionswe can get “sharper results”.
For example, consider

I(u, x) = inf
a∈A

sup
b∈B

∫
RN

δ(u, x, z)

|z|N+2s ka,b(ẑ)dz,
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where ẑ = z/|z| for each z �= 0 and ka,b : SN−1 → R is symmetric and uniformly
bounded above and below, among other technical assumptions (see [20] for further
properties of the operator).

In this case, an analogous result to Lemma 3.1 can be stated but with the restriction
0 < β < sI for some s+ < sI < s. That is, we can precisely compute the allowed
upper bound (2s − sI)/(1 − sI) for each nonlinear operator I within the family of
kernels appearing in [20].

5.2 Limit as s → 1

Let λ > 0, p > 2, f ∈ C(�̄), ϕ ∈ C(∂�) and consider the second-order Dirichlet
problem {

λu − �u + |Du|p = f in �

u = ϕ on ∂�.
(5.6)

As it is stated in [14], this problem is solvable by a unique viscosity solution
u ∈ C(�̄) attaining the boundary data provided

λ inf
∂�

ϕ ≤ inf
�

f,

and ϕ additionally satisfies

|ϕ(x) − ϕ(y)| ≤ M |x − y|(p−2)/(p−1),

for some M small enough in terms of the data.
In view of the definition of f δ

ϕ given in (2.8), notice that there exists a constant
C > 0 not depending on δ nor s such that

|| f − f δ
ϕ ||L∞(�̄) ≤ CCsδ

−2s .

Then we have f δ
ϕ → f uniformly in �̄ if δ → ∞, but also if s → 1− when δ > 0

is fixed. This fact is important to obtain robust estimates as s → 1−, therefore the
conditions for the second-order problem (5.6) can be obtained by a passage to the limit
in equation (1.1)–(1.3).

More precisely, since the domain is smooth, we can extend the boundary data ϕ

in (5.6) to �c as a Cβ function, which we still denote by ϕ. Thus, in the passage
to the limit s → 1− we have compactness of the family of solutions when λ > 0.
Now, the normalizing constantCN ,s in the fractional Laplacian vanishes as s → 1 and
therefore λ0 vanishes. Finally note that the inequalities (1.6)–(1.7) are independent
of δ in the limit, leading to the analogous conditions for the local problem above by
taking δ → 0.

Notice that in view of Theorems 2.3 and Theorem 5.1 we are able to provide ad-hoc
conditions for solvability of fully nonlinear second-order problems.

For example, following the same ideas developed above, it is possible to get condi-
tions for x-dependent second-order operators of the form Tr(a(x)D2u(x)), as in [14].
This is accomplished by taking the limit on nonlocal problems of the form
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L(u, x) = CN ,s

∫
RN

δ(u, x, z)|σ(x)T z|−(N+2s)dz,

where σ : �̄ → SN+ is a continuous matrix valued function with

γ IN ≤ a(x) ≤ 
 IN for all x ∈ �̄,

where IN is the identity matrix.
Along the same line, it is possible to get results for fully nonlinear operators of the

form

F(D2u(x)) = inf
i
sup
j

(Tr(Ai j (x))D
2u(x))

where A is a symmetric matrix satisfying γ IN ≤ Ai j (x) ≤ 
 IN .

5.3 Open questions

We have left some open problems regarding the existence of viscosity solutions attain-
ing the boundary condition in the cases s = 1/2 and p = s/(1 − s) or p = 2s−β1

1−β1
.

Each one of them represent extremal cases that are not present in the local case. The
case p = s/(1 − s) is of special interest since the standard barrier (a power of the
distance) cannot be used and therefore a different strategy has to be employed.

Another interesting open question comes from the regularity view point. In [6]
it is proven that the solution to (1.1) is Cσ (�̄) with σ = (p − 2s)/p regardless
the solution attains the boundary condition. On the other hand, the (global) Hölder
exponent β = (p−2s)/(p−1) obtained in this paper is a direct consequence from the
fact that the boundary data is attained. Hence a natural question would be the a priori
Cβ Hölder estimates for solutions in this general framework, regardless whether they
attain the boundary data or not.
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